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What is Egocentric Vision?

Computer vision from a human-centric
point of view
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Head-mounted Close to the
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...with lots of applications:

r b B

et

Assistive Industrial Augmented
robotics applications reality




Egocentric Vision is pervasive
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The “Image-Net moment” in Egocentric Vision

Big focus on cooking as it’s
a very complex human activity

“once we solve cooking, we will have solved video

understanding in general”
Dima Damen, EgoVis workshop @ CVPR 2024

EPIC-Kitchens
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Video + 3D scans

2012 2015 2018 2022

Pirsiavash ef al. "Detecting activities of daily living in first-person camera views." CVPR2012

Li ef al."In the eye of beholder: Joint learning of gaze and actions in first person video." ECCV 2018
Damen et al. "Scaling egocentric vision: The epic-kifchens dataset." ECCV 2018

Grauman ef al. "Ego4d: Around the world in 3,000 hours of egocentric video." CVPR 2022
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The plan for this talk

Can you spot an object state change?

0sccC

Novel Task
Learning

Learning about human activities from
different perspectives

PAPERS
1. A backpack full of skills: Egocentric Video Understanding with
Diverse Task Perspectives
2. Hier-EgoPack: Hierarchical Egocentric Video Understanding
with Diverse Task Perspectives

v Al
go &by L
Politecnico

{ Bl Sl Video Understanding in Egocentric Vision

Video Segment 1
- =

Features Similarity Matrix Cut carrot

H',ERO ;  00000ODOaaa N [ chops the carrots |
Architecture ' 1 picksthe carrot |
Looks at the carrot |

Peel and cut ingredients
e wash the knife
X touch the carrots
cut the carrots
pick a piece of carrot
drop the carrot in the pot
drop the knife

Temp. Func.
Encoder | | Decoder

[aie]alalalals]a}
l

o
o
o
s}
o
s}
a
a

z 0ODOOOOOODO

Features

Clustering
Step Predictions i
|\ iz Peel and cut ingredients [ I ]
] I Cut carrot [ I [
Video start Video end

Learning the hierarchy behind
human activities

PAPERS
1. HIERO: understanding the hierarchy of human behavior
enhances reasoning on egocentric videos
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Egocentric Video
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What can we learn from a single video?
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Different video tasks = different, pos

SEE R

Actions Recognition (AR)

sibly complementary, perspectives

Long Term Action
Anticipation (LTA)
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Object State Change Point of No Return (PNR)

Classification (OSCC)

Politecnico A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives

di Torino




Human-Object Interaction (HOI) Tasks from Ego4D

Action Recognition (AR) Long Term Anticipation (LTA)

prediction: knead dough+put dough +pack spice » pour spice

Input‘\r/ideo Long-Term Anticipation
Given an short clip, predict the action being Given an input video, predict the next K actions the
performed person will perform

Object State Change Classification (OSCC) / Point of No Return (PNR)
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‘e=condition ) ., /‘ 3o t-é@nditipn
State-change: Wood smoothed State-change: Plant removed from ground
OSCC: predict if there is an object state change in the video. PNR: predict the fimestamp of the state change.

Grauman, Kristen, et al. "Ego4d: Around the world in 3,000 hours of egocentric video." CVPR 2022

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




How can we learn from these perspectives?

Main approaches from the literature:
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A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




How can we learn from videos? - Multi-Task Learning

Jointly learn multiple tasks using a shared
backbone and a set of task-specific

heads Taskl

+ Same model is shared across .| Head2 —» Task?2

different tasks Input video

- Does not explicitly model task

sinergies _. Task k

- May suffer of negative transfer
between tasks

—— Head 3 —— Task3

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




How can we learn from videos? - Cross-Task Translation

EgoT2 proposes an innovative approach S el o U

to leverage cross-task sinergies by | Tt i |

learning to “translate” features across | TurTfEa |

different tasks @ - @ @ - 08 - @
h, h, hy

+ Combine perspectives from [Bbsioay]  [Belotbay

h,; h, hy

different tasks

Task-specific Model fy [Task-speciﬁc Model f ] ‘;[ask-speciﬁg Model f3
- Need to know all the tasks 1 T -+ T -
before-hand 27777 2 a
Task 1: Looking At Me
T

ask 2: Talki Y s
Task 2: Talking To Me Input Video X7

- One mOdeI for eqc h task Task 3: Active Speaker Detection {'Dﬂ}

Xue, Zihui, et al. “Egocentric Video Task Translation” (CVPR 2023)

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




A new paradigm for Egocentric Video Understanding

q

.
.
Shared model Knowledge reuse Outperform single and
for all the tasks across tasks mulfi-task baselines

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




The EgoPack approach

@ Step 1. MTL Pre-training step :- Step 2: Novel Task Learning
}\ e T
Input Vieo » ::g N
Multi-task pre-training Fine-tuning on a novel task
on a set of known task with EgoPack’s cross-task

inferaction

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




The EgoPack approach

@ Step 1: MTL Pre-training step
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A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 1: A graph-based temporal model @:

We can model many egocentric vision tasks with a shared graph-based structure...

Temporal context Input clips Forecast clips Input clip
Xt—k/2 Xt+1 Xitk/2 X_p/2 X_1 X0 X1 Xik/2
yt y2 y3 yN Max Pooling —= y

Node Classification (AR, PNR) Future Node Classification (LTA) Graph Classification (OSCC)

Each node is a temporal segment and
egocentric video tasks become different graph operations

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 1: Temporal Multi-Task Pre-Training @v

Input Video

Input nodes are time segments of the video

x = {xX1,X2,...,xny} With x; € RP

Temporal Reasoning using message passing

(I+1) _ 1) (D) l
2™ = mean (s (WL + b))

g+ _ Wg,l)f.(l) L WO g(z+1) +b®

Temporal Graph

Edges connect temporally close
nodes depending on the task

This design unifies all tasks under
a shared temporal modelling

Hamilton et al. "Inductive representation learning on large graphs." NeurlPS 2017

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 1: Temporal Multi-Task Pre-Training @v
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The output of the Temporal Model is specialized into task-specific features
using a set of task-specific heads

The output are the task logits y* € RPs

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




The EgoPack approach

Input Video

L Step 2: Novel Task Learning
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Fine-tuning on a novel task
with EgoPack’s cross-task
interaction

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives



Step 2: Novel Task Learning with EgoPack

L

Input Video

Given as input the same video, the model’s heads express
different and complementary perspectives on the content of the video

fAR

(s},

B o (]

> Temporal Graph

=)
O Pip
Po O
pPs O
(Op2 P1
()
po pJ'O
e
p3 O

Op2 P1

)
O PJ'O
Po O

pP: O

Op2 P1

Step 2.1:
Prototypes collection

We collect action-wise
task-specific prototypes
by feeding the model
with AR videos

P* = {ph,p}.....pl} € RP*Dx

for each task 7

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives



Step 2: Novel Task Learning with EgoPack

Given with the same video, the model’s heads express
different and complementary perspectives on the content of the video

( .\B Step 2.1:

. pCO) PJO .
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A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 2: Novel Task Learning with EgoPack A

Given with the same video, the model’s heads express
different and complementary perspectives on the content of the video

( .\B Step 2.1:
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A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 2: Novel Task Learning with EgoPack A

To learn a novel task, e.g., Object State Change Classification,
we add the corresponding head and exploit the synergies with the previous tasks.

New head trained for the
novel task (OSCC)

Knowledge reuse from
previous tasks using the
prototypes from AR, PNR and
LTA

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Step 2: Novel Task Learning with EgoPack .

When learning a novel task, we feed 2 waI
the temporal features through the : v
task-specific heads of the K pre-training AR )

f‘AR
1 k "l . +GNN
tasks to obtain fi. {fl’}i o0 +G ] + é gosce




Step 2: Novel Task Learning with EgoPack A

These features act as queries to look
for the closest matching prototypes
using k-NN in the features space.

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives



Step 2: Novel Task Learning with EgoPack A

We refine the task features using
Message Passing with task prototypes.

Dk _ OOk . pan o

A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives




Experimental Results - Ego4D HOI Tasks y j

We validate EgoPack on AR, OSCC, PNR and LTA from Ego4D.

i AR OSCC LTA PNR
Trained on
frozen features  Verbs Top-1(%) Nouns Top-1 (%) Acc. (%) VerbsED(]) NounsED (]) Loc.Err. (s)(])

Ego4D Baselines X 22.18 21.55 68.22 0.746 0.789 0.62
EgoT2s X 23.04 23.28 72.69 0.731 0.769 0.61
MLP v 24.08 30.45 70.47 0.763 0.742 1.76
Temporal Graph v 24.25 30.43 71.26 0.754 0.752 0.61
Multi-Task Learning v 22.05 29.44 71.10 0.740 0.746 0.62
Task Translation® v 23.68 28.28 71.48 0.740 0.756 0.61
EgoPack v 25.10 31.10 71.83 0.728 0.752 0.61

Metrics: accuracy for AR and OSCC, Edit Distance for LTA and Temporal Localization Error (in seconds) for PNR.

s e A backpack full of skills: Egocentric Video Understanding with Diverse Task Perspectives
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Hier-EgoPack:

Hierarchical Egocentric
Video Understanding with
Diverse Task Perspectives

Journal Extension (under review)

Simone Alberto Peirone, Francesca
Pistilli, Antonio Alliegro, Tatiana Tommasi,
Giuseppe Averta



https://scholar.google.com/citations?user=K0efPssAAAAJ
https://scholar.google.com/citations?user=7MJdvzYAAAAJ
https://scholar.google.com/citations?user=7MJdvzYAAAAJ
https://scholar.google.com/citations?user=yQqW5q0AAAAJ
https://scholar.google.com/citations?user=ykFtI-QAAAAJ
https://scholar.google.com/citations?user=i4rm0tYAAAAJ

Hier-EgoPack: Hierarchical Egocentric Video Understanding with
Diverse Task Perspectives

& of

A newly crafted GNN for Extension to variable temporal
multi-scale temporal reasoning range tasks
that supports strong hierarchical which requires to incorporate
temporal reasoning long-term temporal reasoning

Hier-EgoPack: Hierarchical Egocentric Video Understanding with Diverse Task Perspectives




The Moment Queries (MQ) Task

Action Instance: clothes drying
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take out clothes from laundry basket hang clothes on the hanger take out laundry basket

Find the segment of a video that matches a given activity query.

Activities may be seconds or minutes long — long-range temporal reasoning

Hier-EgoPack: Hierarchical Egocentric Video Understanding with Diverse Task Perspectives




A new GNN for multi-scale temporal reasoning

Temporal Distance-Gated Convolution (TDGC)

A temporal-aware GNN that leverages the temporal distance between nodes to
rescale their contributions during message passing.

Siys Wiy Siky Wik

Legend
x: Node features

N (4): Neighbors of node i

1 0] l l 0
xz(/) X; xz(' ! Xy X pe: Position attributes
Past nodes Future nodes
pefj) > Pe[j] Pe[j] < Pe[j]

sij = sign(pey;) — pey;)

D — WTx® 4 nean (s” (wi; © MLP(x;,l)))) +b,
wi; = MLP(|pej; — pe;|)

JEN(3)
Past and future Temporal
grounding distance

Hier-EgoPack: Hierarchical Egocentric Video Understanding with Diverse Task Perspectives




Extension to temporal hierarchical tasks

| Features from a
e _l 16-frames window

Video Features .
Extractor Graph construction
=) L

We extend the temporal backbone to 1 00
support hierarchical and long term ’
reqsoning f \ TDGC + Temp. Pooling /
- e l
Ef-; TDGC + Temp. Pooling
| e ]
E E TDGC + Temp. Pooling /
. . . -
The hierarchical GNN progressively oo |
aggregates temporal information, moving 2 oo
from fine-grained temporal segments o - \ A/ ¥/
more coarse representations : " —_~ 0\_/ “
i Hr; Hier-EgoPack Hr
5 in" Cross Task Interaction - J,
Low level tasks High level tasks
AR, OSCC, PNR, LTA MQ

Hier-EgoPack: Hierarchical Egocentric Video Understanding with Diverse Task Perspectives




Experimental results on Ego4D tasks

AR 0OSscCcC LTA PNR MQ

Verbs Top-1 (%) Nouns Top-1 (%) Acc. (%) Verbs ED (]) Nouns ED () Loc. Err. () mAP

Ego4D Baselines [8] 22.18 21.55 68.22 0.746 0.789 0.62 6.03
EgoT2s [5] 23.04 23.28 72.69 0.731 0.769 0.61 N/A
EgoPack [6] 25.10 31.10 71.83 0.728 0.752 0.61 N/A
Single Task 26.93 33.50 75.22 0.728 0.752 0.62 20.2
MTL 26.31 33.90 74.79 0.730 0.754 0.62 18.5
MTL + FT 26.71 33.51 75.00 0.728 0.749 0.61 19.9
MTL + HT 26.07 33.20 74.27 0.729 0.748 0.62 N/A
Task-Translationt 26.10 33.83 76.42 0.729 0.750 0.63 20.5
Hier-EgoPack 27.30 34.65 75.60 0.725 0.741 0.61 21.0

Metrics: accuracy for AR and OSCC, Edit Distance for LTA, Temporal Localization Error (in seconds) for PNR and
MAP for Moment Queries (MQ).

Politecnico Hier-EgoPack: Hierarchical Egocentric Video Understanding with Diverse Task Perspectives

ino




Qualitative Visualizations

Activation frequency for the task-specific prototypes from different support tasks

Novel task is LTA Novel task is OSCC Novel task is MQ
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Hier-EgoPack: Hierarchical Egocentric Video
Understanding with Diverse Task Perspectives

Simone Alberto Peirone, Francesca Pistilli, Antonio Alliegro, Tatiana Tommasi, Giuseppe Averta

Learn more at sapeirone.github.io/hier-egopack/


https://scholar.google.com/citations?user=K0efPssAAAAJ
https://scholar.google.com/citations?user=7MJdvzYAAAAJ
https://scholar.google.com/citations?user=yQqW5q0AAAAJ
https://scholar.google.com/citations?user=ykFtI-QAAAAJ
https://scholar.google.com/citations?user=i4rm0tYAAAAJ
http://sapeirone.github.io/hier-egopack/

HIiERO:

human behavior enhances
reasoning on egocentric
videos

On ArXiv soon

Simone Alberto Peirone, Francesca Pistilli,
Giuseppe Averta




Understanding the hierarchy of human behavior

Human activities are complex and variable...

Different examples of human activities in-the-wild,
showing a large variety of interactions and actions

HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos




Human activities are hierarchical and goal-oriented

oy A

Label: make omelet, Text: making omelet with toasted bread, is_procedural: True, is_partial: False, is_continued: False

g Summary: ‘toasting bread on a pan’, ‘making scrambled egg’, ‘serving omelet with ketchup’,

© wikiHow URL: https://www.wikihow.com/Cook-a-Basic-Omelette

[ v 1L ‘\7@[\'\]\-@ 7” \ll > II/J I
Label: toast_bread, Label: crack_eggs into_ bowl,  Label: beat eggs to create Label: pour_egg mixture to Label: serve_food on_
Text: Toast bread, Text: Crack eggs, a_homogeneous_mixture, a_pan_on_medium_heat, a_plate,
is_procedural: True, is_procedural: True, Text: Beat eggs with Text: Make omelet Text: Serve omelet

o Is_relevant: essential,  is_relevant: essential, chopsticks is_procedural: True, is_procedural: True,

% is_continued: False is_continued: False is_procedural: True, is_relevant: essential, is_relevant: essential,
Summary: 'heat Summary: 'rinse egg', 'crack is_relevant: essential, is_continued: False is_continued: False
skillet', 'toast bread', egg into a bowl', 'trash waste' is_continued: False Summary: 'heat skillet', ‘pour Summary: 'serve omelet!,
'trash kitchen waste' Summary: 'beat egg’, egg mixture', 'stir egg mixture',  'drizzle

‘add water' 'flip omelet' ketchup on omelet'

o o o 1 Ol 100 [:I;I BB Il/' ll_‘:lI:J (] )
Label: preheat a pan  Label: add_oil or_ Label: add_oil or_ Label: add_ingredients Label: stir_fry Label: wait_until
_over_stovetop, butter_to_a pan, butter_to_a pan, _into_pan_or_pot, ingredients_in_pan, bottom_of omelet_is ¢

S Text: preheat skillet Text: add butter to Text: melt butter in Text: add egg mixture  Text: stir fry egg in ooked and_flip_it,

E over stovetop, skillet, skillet, into skillet, skillet, Text: flip omelet,

& is_procedural: False, is_procedural: False, is_procedural: False, is_procedural: True, is_procedural: False, is_procedural: False,
is_relevant: essential, is_relevant: essential, is_relevant: essential, is_relevant: essential, is_relevant: essential, is_relevant: essential,
is_continued: False is_continued: False is_continued: False is_continued: False is_continued: False is_continued: False

Song, Yale, et al. "Ego4d goal-step: Toward hierarchical understanding of procedural activities." NeurlPS 2023

(g, poltecnico HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos

‘."Mu di Torino




Human activities are hierarchical and goal-oriented

Goal

Step

Substep

Y PN

Label: make omelet, Text: making omelet with toasted bread, is_procedural: True, is_partial: False, is_continued: False

Summary: ‘toast

wikiHow URL:

L 11
—

Label: toast_bread,
Text: Toast bread,
is_procedural: True,
is_relevant: essential,
is_continued: False
Summary: 'heat
skillet', 'toast bread',
'trash kitchen waste'

I o o o |
Label: preheat_a pan
_over_stovetop,

Text: preheat skillet
over stovetop,
is_procedural: False,
is_relevant: essential,
is_continued: False

ing bread on a pan’,

‘making scrambled egg’, ‘serving omelet with ketchup’,

1l i
p—
Label: serve_food on_
a_plate,
Text: Serve omelet

These annotations are very expensive to §, recedurat: Tre,

produce and limited in the temporal

is_relevant: essential,
is_continued: False
Summary: 'serve omelet!,

aranularity they provide Sz

Label: add_oil or_
butter_to_a pan,
Text: add butter to
skillet,
is_procedural: False,
is_relevant: essential,
is_continued: False

ketchup on omelet'

] [ [ [Ri]
—

Label: add_oil or_ Label: add_ingredients Label: stir_fry Label: wait_until
butter_to_a pan, _into_pan_or_pot, ingredients_in_pan, bottom_of omelet_is ¢
Text: melt butter in Text: add egg mixture  Text: stir fry egg in ooked and_flip_it,
skillet, into skillet, skillet, Text: flip omelet,
is_procedural: False, is_procedural: True, is_procedural: False, is_procedural: False,
is_relevant: essential, is_relevant: essential, is_relevant: essential, is_relevant: essential,
is_continued: False is_continued: False is_continued: False is_continued: False

Song, Yale, et al. "Ego4d goal-step: Toward hierarchical understanding of procedural activities." NeurlPS 2023

e, Politecnico HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos
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Human activities are hierarchical and goal-oriented

Goal

Step

Substep

Y PN

Label: make omelet, Text: making omelet with toasted bread, is_procedural: True, is_partial: False, is_continued: False

Summary: ‘toast

wikiHow URL:

L 11
—

Label: toast_bread,
Text: Toast bread,
is_procedural: True,
is_relevant: essential,
is_continued: False
Summary: 'heat
skillet', 'toast bread',
'trash kitchen waste'

o o o |
Label: preheat_a pan
_over_stovetop,

Text: preheat skillet
over stovetop,
is_procedural: False,
is_relevant: essential,
is_continued: False

ing bread on a pan’,

‘making scrambled egg’, ‘serving omelet with ketchup’,

1l i
p—
Label: serve_food on_
a_plate,
Text: Serve omelet

Can we group actions that are related [, ocedurat: True,

to each other, i.e., they belong to the

is_relevant: essential,
is_continued: False
Summary: 'serve omelet!,

same functional thread, without specific Juic.

Label: add_oil or_
butter_to_a pan,
Text: add butter to
skillet,
is_procedural: False,
is_relevant: essential,
is_continued: False

ketchup on omelet'

supervision?

] [ [ [Ri]
—

Label: add_oil or_ Label: add_ingredients Label: stir_fry Label: wait_until
butter_to_a pan, _into_pan_or_pot, ingredients_in_pan, bottom_of omelet_is ¢
Text: melt butter in Text: add egg mixture  Text: stir fry egg in ooked and_flip_it,
skillet, into skillet, skillet, Text: flip omelet,
is_procedural: False, is_procedural: True, is_procedural: False, is_procedural: False,
is_relevant: essential, is_relevant: essential, is_relevant: essential, is_relevant: essential,
is_continued: False is_continued: False is_continued: False is_continued: False

Song, Yale, et al. "Ego4d goal-step: Toward hierarchical understanding of procedural activities." NeurlPS 2023
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Discovering functional threads in videos from features similarity

Let’s take two video feature extractors and look at the similarity matrix for
the segments of a Ego4D video

Images (Image-Net)
N 7 7
Ego4d Videos and narrations Visual
Depth (Image-Net) ] ﬂ Encoder
. Video-Text
Visual Image/Video Alignment
Encoder Classification #C C cuts the carrot
#C C washes the knife in the sink
#C C moves the knife on the cutting board Text
Encoder
Video (Kinetics-400)
pe LR
=¥
Omnivore EgoVLP
Girdhar, Rohit, et al. "Omnivore: A single model for many visual modalities." CVPR 2022 Lin, Kevin Qinghong, et al. "Egocentric video-language prefraining." NeurlPS 2022
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Temporal segments

Discovering functional threads in videos from features similarity

Let’s take two video feature extractors and look at the similarity matrix for
the segments of a Ego4D video

Omnivore Features EgoVLP Features

1T
i _l (i1 I
O RN NN

O

— e

@ Peel carrot @ Cut carrot @ Boil eggs in water (O Add salt to recipe

(] Use phone () Cut Onion (] Get Ingredients from...
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Temporal segments

Discovering functional threads in videos from features similarity

Let’s take two video feature extractors and look at the similarity matrix for
the segments of a Ego4D video

Omnivore Features EgoVLP Features < \5

Visually (Omnivore) or
E!i Bl & y ( )

L L (01 | t. " E \/LP
i semanticaily ( go )

o similar segments have
=B E high feature similarity

@ Peel carrot @ Cut carrot @ Boil eggs in water (O Add salt to recipe

(] Use phone () Cut Onion (] Get Ingredients from...
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Temporal segments

Discovering functional threads in videos from features similarity

Let’s take two video feature extractors and look at the similarity matrix for
the segments of a Ego4D video @

Visually (Omnivore) or
semantically (EQoVLP)
similar segments have
high feature similarity

Omnivore Features EgoVLP Features

=

——

l'?l% LN
T i

#

vli
Wl
N
EE
L |
: EE

Can we exploit this
behavior to discover
high-level actions
(functional threads)?

@ Peel carrot @ Cut carrot @ Boil eggs in water (O Add salt to recipe

(] Use phone () Cut Onion (] Get Ingredients from...
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The HIERO Architecture

HIERO learns to map close in feature space actions corresponding
to the same functional thread via two objectives:

o
o ef” cut & Match Module
0
v o #C C tightens a bolt oo o0 ocosee
e 4C cuts a paper T EERT T X I L T R
o o L
- = - (e )~ 501

A A #C C cuts the carrot
€2 #C C washes the knife ..9’0.. DODDQFDDD .9.2. ..g.3..
#C C drops the knife Functional Threads
1. Clip - Narrations alignment 2. Functional threads clustering
align segments of a video with their groups segments of the video that
corresponding narrations encode functionally similar actions

HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos




The HIERO Architecture

HIERO is built on two components:

1. ATemporal Encoder gradually
aggregates temporal information in
the video

2. A Function-Aware Decoder
discovers strongly connected
regions in the input videos that
correspond to functional threads
using the Cut & Match module

& A~
:;'n._,..-m Politecnico
A

olitec
di Torino

Video
Features

Narrations

L L
vna ft
00000000 T T
#C took X,...,#C put #X into #Y GO Gu. ...,
MLP Multi-layer TDGC
g(v)
e
)
I Temporal Downsampling | I Temporal Upsampling |
Temporal Graph
Multi-layer TDGC
Multi-layer TDGC
°{ Cut & Match
® g
41 >
I Temporal Downsampling | I Temporal Upsampling I
Temporal Graph
Multi-layer TDGC
Multi-layer TDGC
°f Cut & Match
® g
| +
'
| I Temporal Upsampling I
g(N+1)
e
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The Cut & Match Module

Building the graph based on temporal
connectivity is limited as it looks at
local temporal portions of the video

d

Redefine the graph connectivity
based on segments that share
functionally related actions

d

Use Spectral Clustering to identify
stfrongly connected regions in the

graph

0% Cut & Match Module

(] Jupslisy § N § J Jeujofey J Jejuy § J |

L sampling| — Func. Thr.ead -
Generation —1

888 CO0OCOCOO0O sse oocoe

Go g1 Go g3
Functional Threads
Functional Thread Generation
00000000 00000000
.o . = 0
0 9 = e
20 5 & of e
L0 — g - ||~ af — 8
B8 g Bl 2 :
o)
z0 a e o a
(] i o
Features Signilarity Matrix Functional Thread Candidates
@ Thr @ Thread 2 O Thread N

@B Fully connected graph with edges
defined by features similarity

t;l ’?‘ K . . . . . . .
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(Zero-Shot) procedure learning tasks with HIERO

In the HIERO's features space, we can
detect functional threads with a simple features clustering operation!

Video Segment 1 Video Segment N
Stage 1: ' imilari i
9 . HIERO Features Similarity Matrix Cut carrot
features extraction @  , chitecture L | e tne el
from the video : fﬁ\f*""fa . g | looks at the carrot Sl‘qge 2:
segments 8| temp. | | Func. |8 8 el build a similarity
D | Encoder |Decoder/ @ — g wash the knife .
3 \ g g i touchr‘ghe carrots martrix from the
NG | tt
- J° g pick a pie%gzgfrggrot features of the
= drop the carrot in the pot .
g drop the knife video segments
1 Features
. Clustering
Stage 3: s Beedieeions consessanos
cluster the video [ B Pecisndcutingrediems | m
features to obtain I AR I I M

the ste [ON Video start Video end




Experimental Validation

Three main validation tracks in supervised and zero-shot settings

1. Video-Text Alignment on EQOMCQ and EQONLQ
a. EgoMCQ: text-to-video retrieval
b. EgoNLQ: temporal grounding of natural language queries

2. Procedure Learning on EgoProcel
9 0N EI Zero-Shot!

3. Step localization and grounding on Ego4D Goal-Step

HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos




Experimental Validation (1): Video-Text Alignment

EgoMCQ: given a textual Method EgoMCQ EgoNLQ
caption and set of five short gccurac¥ (%) Rné?U%O(.@?)S %?U@lggs
. . . t tr
candidate clips, find the correct = T
match Omnivore [15]T(CVPR22) — — 656 1255 359 790
SlowFast [13] (ICCV’19) — — 545 1074 3.12 6.63
. EgoVLP [29] (NIPS’22) 90.6 57.2 10.84 18.84 6.81 13.45
EgoNLQ: find the temporall HierVL [2] (CVPR’23) 905 524  — = = =
segmen’r that answer a textual LAVILA [56] (CVPR’23) 945 63.1 12.05 2238 743 1544
query EgoVLPv2 [38] ICCV’23) 91.0 609 1295 2380 791 16.11
Ours (Omnivore) 90.1 534 1027 1820 6.01 12.52
Ours (EgoVLP) 91.6 59.6 1141 19.67 7.05 13091
@ in discriminating short actions Results on the EQOMCQ and EgoNLQ tasks on Ego4D. Performance are reported
(EgoMCQ) and in capturing in terms of accuracy (EgoMCQ) and Recall at different loU thresholds (EgoNLQ)

long-range casual and
temporal dependencies
(EGONLQ).

Lin, Kevin Qinghong, et al. "Egocentric video-language prefraining." NeurlPS 2022

HIiERO: understanding the hierarchy of human behavior enhances reasoning on egocentric videos




Experimental Validation (2): Procedure Learning

Procedure Learning: given a procedural video, identify all the key-steps
(video segments) of the procedure, without additional training.

I Average CMU-MMAC [10] EGTEA[28] MECCANO [40] EPIC-Tents[21] PCAss.[4]  PC Disass. [4]
FI U Fl IoU FI U Fl ToU Fl ToU FI IoU Fl ToU
Random [8] (NeurIPS’24) 148 61 | 157 5.9 153 46 134 53 14.1 6.5 151 72 153 7.1
CnC [4] (ECCV’22) 20 107 | 227 11.1 217 95 181 7.8 17.2 8.3 251 128  27.0 14.8
GPL-2D [5] (WACV’24) 20 119 | 218 117 236 143 180 8.4 17.4 8.5 240 126 274 15.9
GPL [5] (WACV’24) 256 139 | 317 17.9 271 160 207 10.0 19.8 9.1 275 152 267 15.2
OPEL [8] (NeurIPS"24) 320 163 | 365 18.8 295 132 392 20.2 20.7 10.6 337 179 322 16.9
Omnivore 30.1 220 | 44.7 26.8 371 192 360 19.0 40.8 21.9 357 215 403 23.5
Ours (Omnivore) 440 245 | 472 277 397 199 416 22.1 453 243 437 25.1 463 27.9
EgoVLP 400 219 | 492 31.0 366 183 331 16.1 37.4 19.2 382 208 454 25.6
Ours (EgoVLP) 445 253 | 535 34.0 397 196 398 20.3 39.0 20.3 449 256 499 32.1

Results on the Procedure Learning task on EgoProcel using F1 score and loU on the discovered key-steps

Bansal, Siddhant, Chetan Arora, and C. V. Jawahar. "My view is the best view: Procedure learning from egocentric videos." ECCV 2022
Bansal, Siddhant, Chetan Arora, and C. V. Jawahar. "United we stand, divided we fall: Unitygraph for unsupervised procedure learning from videos." WACV 2024
Chowdhury, Sayeed Shafayet, Soumyadeep Chandra, and Kaushik Roy. "OPEL: Optimal Transport Guided ProcedurE Learning." NeurlPS 2024
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Experimental Validation (3): Step localization and grounding

Step Grounding Step Localization
given a textual descripfion of a step, | given a procedural video, find all the
find the corresponding temporal steps in the video (temporal
boundaries in the video boundaries and step label)
Method Approach _™I0U@03 - mloU©05 Methad Approach oo, ™50 o Avg
R@l1 R@5 R@l R@5
Omnivore [47] Supervised — — - - — 103
Omnivore [47] Supervised 12.02 1999 771 14.17 EgoOnly [47] Supervised ~ — — — — — 136
Ours (Omnivore) Supervised 13.02 21.81 859 1598
EgoVLP Supervised 13.2 122 11.1 100 8.6 11.0
EgoVLP Supervised 1543 2591 10.95 19.77 Ours (EgoVLP) Supervised 14.1 13.1 121 109 95 119
Ours (EgoVLP) Supervised 15.64 26.01 11.14 20.08
EgoVLP Zero-Shot 11.8 9.7 83 67 51 83
EgoVLP Zero-Shot  10.73 2470 738  16.53 Ours (EgoVLP) Zero-Shot 120 100 88 73 56 8.7
Ours (Omnivore) Zero-Shot 9.29 22.89 6.24 15.05
Qurs (EgoYLP) ZepShol  AL5T 2341 7R 1870 Results on the Step Localization task on Goal-Step,
Results on the Step Grounding task on Goal-Step, in tferms of MAP at different loU thresholds
in ferms of Recall at different loU thresholds

Song, Yale, et al. "Ego4d goal-step: Toward hierarchical understanding of procedural activities." NeurlPS 2023
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Some success and failure cases in zero-shot Step Localization

0£07958c-04e3-4be9-9118-£3313c4el83e

o I [N |

[ [ 11 [5]

ours | IO I I [

BN Prepare ingredients...

Cook or prepare... Dispose dirt in the...

Get ingredients from... Add water to a container
Organize and arrange... Use phone

Get ingredients from...

4bddae%e-8ffb-4a03-9421-adf6268d91b6

Organize and arrange...
I Store ingredients into...

1 I B

BN Cut pepper
Perform miscellaneous...

Arrange cooking tools...

Tl I | | I

ous [ | | [ B N

H
[ N |

B Use phone
Stir ingredients to cook

Cut meat Stir potato

Interact with animals

Drink water or other... Get plates or bowls to...

Flip meat or fish on a...

Stir chicken or turkey...
I Blanch ingredients in...

(D: Observation: several failure cases are linked to mismatches in the temporal

granularity of the ground truth and the predictions
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